Optimization of the absorption efficiency of an amorphous-silicon thin-film tandem solar cell backed by a metallic surface-relief grating
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The rigorous coupled-wave approach was used to compute the plane-wave absorptance of a thin-film tandem solar cell with a metallic surface-relief grating as its back reflector. The absorptance is a function of the angle of incidence and the polarization state of incident light; the free-space wavelength; and the period, duty cycle, the corrugation height, and the shape of the unit cell of the surface-relief grating. The solar cell was assumed to be made of hydrogenated amorphous-silicon alloys and the back reflector of bulk aluminum. The incidence and the grating planes were taken to be identical. The AM1.5 solar irradiance spectrum was used for computations in the 400–1100 nm wavelength range. Inspection of parametric plots of the solar-spectrum-integrated (SSI) absorption efficiency and numerical optimization using the differential evolution algorithm were employed to determine the optimal surface-relief grating. For direct insolation, the SSI absorption efficiency is maximizable by appropriate choices of the period, the duty cycle, and the corrugation height, regardless of the shape of the corrugation in each unit cell of the grating. A similar conclusion also holds for diffuse insolation, but the maximum efficiency for diffuse insolation is about 20% smaller than for direct insolation. Although a tin-doped indium-oxide layer at the front and an aluminum-doped zinc-oxide layer between the semiconductor material and the backing metallic layer change the optimal depth of the periodic corrugations, the optimal period of the corrugations does not significantly change. © 2013 Optical Society of America

1. Introduction

For the last three decades, research to bring down the cost of photovoltaic (PV) solar cells has gained huge momentum, and many strategies to increase the efficiency of light harvesting by solar cells have been investigated. Among these strategies [1] is the use of plasmonic structures to enhance the absorption of light by PV solar cells [2–4]. In this context, a basic idea is to periodically texture the metallic back reflector of a thin-film solar cell on the sub-wavelength scale. Whereas the use of a metallic surface-relief grating as a back reflector has been investigated for at least three decades to enhance the optical absorptance of solar cells [5,6], only recently has this enhancement been interpreted in terms of the excitation of surface-plasmon-polariton (SPP) waves guided by the semiconductor/metallic interface [4].

Thin-film solar cells containing amorphous-silicon alloys offer a possible route to produce energy on a
large scale more cheaply than crystalline-silicon solar cells [7]. Amorphous silicon is well suited for this task because a layer that is only a few hundred nanometers in thickness is required to effectively absorb a large fraction of visible light incident on it [8]. However, amorphous silicon absorbs light in the near-infrared (NIR) regime poorly, because a thickness of several tens of micrometers is needed [8]. But the NIR portion of the AM1.5 solar radiation is very significant. Although incomplete absorption of the NIR portion is a major contributor to the low efficiency of thin-film amorphous-silicon solar cells, the thickness of the amorphous-silicon layer cannot be enhanced without sacrificing desirable electrical characteristics [8].

An alternative to increasing the thickness of the amorphous-silicon layer is the periodic subwavelength-texturing of the metallic back reflector [5, 6, 9–12]. The consequent enhancement in the efficiency depends on the shape and dimensions of the unit cell of the metallic surface-relief grating that forms the back reflector [13]. However, optimization is done after an inspection of the results from a chosen set of surfaces, but optimization algorithms have not been pressed into service.

In this paper, we present theoretical investigations on the optimization of absorption of light by an amorphous-silicon tandem solar cell by finding an optimal metallic surface-relief grating. We assume that the active part of the solar cell comprises several semiconductor layers, whose thicknesses are fixed at (electrically) optimal values, but that the geometric parameters of the unit cell of the surface-relief grating and the angle of incidence are taken as free parameters. The boundary-value problem modeling this solar cell is presented in Section 2 and solved using the rigorous coupled-wave approach (RCWA) [14, 15], which has been used in several studies of nanostructured amorphous-silicon solar cells [12, 16, 17]. The RCWA solves the frequency-domain Maxwell equations directly and, therefore, takes into account all possible electromagnetic wave phenomenons, including waveguide modes, localized SPP resonances, and SPP waves. The key feature of the RCWA is the representation of the relative permittivity as a Fourier series and the field phasors in terms of Floquet harmonics. The accuracy of the RCWA solution depends upon the number of terms used in the expansions of the relative permittivity and field phasors.

The optimization was carried out in two ways: (i) direct inspection of parametric plots obtained from RCWA calculations and (ii) the differential evolution algorithm (DEA) [18–20] described in Section 3. Numerical results for the optimization of the free parameters for three types of metallic surface-relief gratings are discussed in Section 4 for both direct insolation and diffuse insolation. The effects of the inclusion of two transparent-conducting-oxide layers—an aluminum-doped zinc oxide (AZO) layer between the metallic surface-relief grating and the deepest semiconducting layer, and a tin-doped indium-oxide (commonly abbreviated as ITO) layer as the front layer—are also studied in Section 4. Concluding remarks are presented in Section 5.

An exp(iωt) time-dependence is implicit, with ω denoting the angular frequency. The free-space wave-number and the free-space wavelength are denoted by k0 = ω/ε0μ0 and λ0 = 2π/k0, respectively, with μ0 and ε0 being the permeability and permittivity of free space. Vectors are in boldface, and the Cartesian unit vectors are denoted by  \hat{\mathbf{u}}_x, \hat{\mathbf{u}}_y, \text{and } \hat{\mathbf{u}}_z.

2. Boundary-Value Problem

Let us now consider the boundary-value problem shown schematically in Fig. 1. The regions z < 0 and z > L_t = L_d + L_g + L_m are vacuous. The region 0 ≤ z ≤ L_d is occupied by a multilayered material with its relative permittivity ε_d(z) being a piecewise constant function of z and Re[ε_d(z)] > 0.

The region L_d < z < L_d + L_g contains a periodically undulating surface of period L along the x axis and corrugation height L_g. With 0 < L_g < d_g (see Fig. 1), the relative permittivity

\[ ε_g(x, z) = ε_g(x ± L, z) = \begin{cases} ε_d(z), & z < g(x), \\ ε_m, & z > g(x), \end{cases} \]

for x ∈ (0, L) and z ∈ (L_d, L_d + L_g), where the grating function g(x) can be chosen to represent a desired shape for the unit cell of the surface-relief grating.

![Fig. 1. (Color online) Schematic of the tandem solar cell with a metallic surface-relief grating as the back reflector. The ITO layer is dark blue, the intrinsic semiconductor layers are yellow, the p-type semiconductor layers are blue, the n-type semiconductor layers are red, and the layer in contact with the metal is gray. Spectral components of the reflected and transmitted light are identified as of order 0, whereas nonspecular components are identified as of nonzero orders. The function g(x) was chosen so that the fraction ζ = L_1/L of each unit cell is a corrugation and sunken while the fraction 1 − ζ is flat.](image-url)
Figure 1 contains 11 layers, of which the layer in contact with the metal surface-relief grating has a relative permittivity \( \epsilon_r \). This layer may either be made of an n-type semiconductor (Sections 4.A and 4.B) or AZO (Section 4.C). A tandem of three triplets of layers follows, each triplet being a p-i-n cell comprising a layer of an n-type semiconductor, a layer of an intrinsic semiconductor, and a layer of a p-type semiconductor. Absorption of light for conversion to electricity occurs only in the intrinsic semiconductor layers when the solar cell is made of amorphous silicon, for which reason these layers are also called absorber layers. Thus, the optimization problem tackled is that of a tandem solar cell backed by a metallic reflector with a periodically undulating surface. Our formulation in this section is general enough to accommodate fewer or more triplets [21]. Finally, the eleventh layer \((0 \leq z \leq d_T)\) in the sequence is made of ITO (Section 4.C).

In the vacuous half-space \( z \leq 0 \), let a plane wave propagating in the \(xz\) plane at an angle \( \theta \) with respect to the \( z \) axis be incident on the structure. Hence, the incident, reflected, and transmitted electric field phasors may be written in terms of Floquet harmonics as [22]:

\[
E_{\text{inc}}(r) = \sum_{n \in \mathbb{Z}} (\mathbf{u}_n a_n^{(n)} + \mathbf{p}_n^* a_p^{(n)}) \times \exp[i(k_n^{(n)} x + k_n^{(n)} z)], \quad z \leq 0, \tag{2}
\]

\[
E_{\text{ref}}(r) = \sum_{n \in \mathbb{Z}} (\mathbf{u}_n r_n^{(n)} + \mathbf{p}_n^* r_p^{(n)}) \times \exp[i(k_n^{(n)} x - k_n^{(n)} z)], \quad z \leq 0, \tag{3}
\]

\[
E_{\text{tr}}(r) = \sum_{n \in \mathbb{Z}} (\mathbf{u}_n t_n^{(n)} + \mathbf{p}_n^* t_p^{(n)}) \times \exp[i(k_n^{(n)} x + k_n^{(n)} z - L_t)], \quad z \geq L_t, \tag{4}
\]

where \( \mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\} \), \( k_n^x = k_0 \sin \theta + n k_x \), and \( k_x = 2\pi/L \).

\[
k_n^z = \begin{cases} +\sqrt{k_0^2 - (k_n^x)^2}, & k_n^x > (k_n^x)^2 \\ -i\sqrt{(k_n^x)^2 - k_0^2}, & k_n^x < (k_n^x)^2 \end{cases} \tag{5}
\]

and

\[
p_n^s = \frac{k_n^z}{k_0} \mathbf{u}_n + \frac{k_n^x}{k_0} \mathbf{u}_x. \tag{6}
\]

The subscripts \( p \) and \( s \) represent the \( p \)- and \( s \)-polarization states, respectively. Specular components of the reflected and transmitted light are of order \( n = 0 \) in Eqs. (2)–(4), whereas nonspecular components are of orders \( n \neq 0 \).

The incidence amplitudes \( \{a_n^{(p)}, a_n^{(s)}\}_{n \in \mathbb{Z}} \) are presumed known. For plane-wave incidence, \( a_n^{(p)} = a_n^{(s)} = 0 \forall n \neq 0 \); furthermore, \( a_p^{(0)} \neq 0 \) and \( a_s^{(0)} = 0 \) for \( p \)-polarized incidence, and \( a_p^{(0)} = 0 \) and \( a_s^{(0)} \neq 0 \) for \( s \)-polarized incidence. The reflection amplitudes \( \{r_p^{(n)}, r_s^{(n)}\}_{n \in \mathbb{Z}} \) and transmission amplitudes \( \{t_p^{(n)}, t_s^{(n)}\}_{n \in \mathbb{Z}} \) have to be determined by solving a boundary-value problem.

That is done very conveniently by using the RCWA algorithm [22,23]. The relative permittivity in the region \( 0 \leq z \leq L_t \) is expanded as a Fourier series with respect to \( x \), viz.,

\[
e(x, z) = \sum_{n \in \mathbb{Z}} e_n^{(n)}(z) \exp(ink_x x), \quad z \in [0, L_t]. \tag{7}
\]

where the \( z \)-dependent coefficients \( e_n^{(n)}(z) \) are known. The electric and magnetic field phasors are similarly expanded in the same region as

\[
E(r) = \sum_{n \in \mathbb{Z}} E_n^{(n)}(z) \exp(ik_x x), \quad z \in [0, L_t] \tag{8}
\]

and

\[
H(r) = \sum_{n \in \mathbb{Z}} H_n^{(n)}(z) \exp(ik_x x), \quad z \in [0, L_t]. \tag{9}
\]

The expansions in Eqs. (8) and (9) can also be regarded as Floquet harmonics with unknown vector functions \( E^{(n)}(z) \) and \( H^{(n)}(z) \).

Since the right sides of Eqs. (2)–(4) and (7)–(9) contain infinite number of terms, RCWA requires restricting the index \( n \in [-N_t, N_t]\). Details of the algorithm to solve for the unknown transmission and reflection amplitudes have been presented elsewhere [22].

As the plane of incidence and the plane of the surface-relief grating are identical, depolarization does not occur. For \( p \)-polarized incidence, we set all incidence coefficients except \( a_p^{(0)} \) equal to zero and computed the modal reflectances

\[
R_p^{(n)} = |t_p^{(n)} / a_p^{(0)}|^2 \Re[k_n^x]/k_0 \cos \theta. \tag{10}
\]

and modal transmittances

\[
T_p^{(n)} = |t_p^{(n)} / a_p^{(0)}|^2 \Re[k_n^x]/k_0 \cos \theta. \tag{11}
\]

For \( s \)-polarized incidence, we set all incidence coefficients except \( a_s^{(0)} \) equal to zero and computed the modal reflectances

\[
R_s^{(n)} = |t_s^{(n)} / a_s^{(0)}|^2 \Re[k_n^x]/k_0 \cos \theta. \tag{12}
\]

and modal transmittances

\[
T_s^{(n)} = |t_s^{(n)} / a_s^{(0)}|^2 \Re[k_n^x]/k_0 \cos \theta. \tag{13}
\]

Thus, the absorptance for \( p \)-polarized incident waves is given by
\[ A_p = 1 - \sum_{n=-N_t}^{N_t} [R_p^{(n)} + T_p^{(n)}]. \]  

(14)

and for s-polarized incident waves is given by

\[ A_s = 1 - \sum_{n=-N_t}^{N_t} [R_s^{(n)} + T_s^{(n)}]. \]  

(15)

For computing all results presented in this paper, \( N_t = 12 \) was set, after ascertaining that this value is large enough to deliver absorptances converged to within 1%.

3. Differential Evolution Algorithm

We used the DEA [18,19] to seek an optimal design for the surface-relief grating backing the solar cell. The DEA often performs significantly better than genetic algorithms in exploring the space of candidate solutions [19,20]. Given an initial guess in this search space, the underlying strategy is to improve the candidate solution at every iteration step and does not require explicit gradients of the cost function. A large space of candidate solutions can be searched, but—since it is a metaheuristic algorithm—a global maximum is not guaranteed unless the search domain and the initial guess of the parameters to be optimized are chosen wisely. Therefore, we used this algorithm in conjunction with the conclusions gleaned from inspection of RCWA results. The basic features of the DEA are now explained briefly.

Let \( v = (v_1, v_2, v_3, \ldots, v_n) \) denote a point in the search space for an optimization problem that can be varied to obtain an optimal design. We wish to find \( v^{\text{opt}} \) that maximizes a cost function \( C: S \subset \mathbb{R}^n \rightarrow \mathbb{R} \), where \( S \) is the search space and \( n \) is the number of components of \( v \). A crossover probability \( C \in (0,1) \), a differential weight \( \alpha \in (0,2) \), and a number \( M \) of random points have to be chosen beforehand.

The steps to find \( v^{\text{opt}} \) are as follows:

1: Randomly initialize a set of \( M \) points in the search space: \( \{v^{(m)}\}_{m=1}^{M} \subset S \)
2: while stopping criterion is not satisfied do
3: for each \( v^{(i)} \), \( i \in \{1,M\} \), do
4: Randomly choose three different points \( v^{(i_1)}, v^{(i_2)} \) and \( v^{(i_3)} \in \{v^{(m)}\}_{m=1}^{M} \)
5: Choose a random index \( j \in \{1, \ldots, n\} \) for each \( v^{(i)} \) as follows:
6: Define \( w = (w_1, w_2, w_3, \ldots, w_n) \) as follows:
7: For all \( \ell \in \{1, \ldots, n\} \), let \( r_\ell \) be a uniform random number between 0 and 1.
8: if \( r_\ell < C \) or \( \ell = j \) then
9: \( w_\ell \leftarrow v^{(i_1)}_\ell + \alpha (v^{(i_3)}_\ell - v^{(i_2)}_\ell) \)
10: else
11: \( w_\ell \leftarrow v^{(i_2)}_\ell \)
12: end if
13: if \( C(w) > C(v^{(i)}) \) then
14: \( v^{(i)} \leftarrow w \)
15: end if
16: end for
17: Let \( v^{\text{opt}} \) be the point such that \( C(v^{\text{opt}}) \geq C(v^{(i)}) \) \( \forall i \in \{1, \ldots, M\} \)
18: end while

In our optimization work, we used \( C = 0.7 \), \( \alpha = 0.8 \), and \( M = 20 \) [24].

4. Numerical Results and Discussion

For the numerical results presented in this section, we set \( L_m = 30 \) nm, and aluminum was chosen as the metal. As the tandem solar cell is a multijunction spectrum-splitting cell [8,25], choices for the multilayered semiconductor material must be made carefully.

In order to minimize the parasitic absorption in the doped-semiconductor layers, we set \( d_{1p} = d_{1s} = d_{2p} = d_{2s} = d_{3p} = d_{3s} = 10 \) nm in Fig. 1. The thicknesses of all absorber layers were chosen to allow each of them to generate the same current, which is necessary since all individual p-i-n cells in a tandem solar cell must be current matched [8,25]: \( d_{11} = 190 \) nm, \( d_{21} = 230 \) nm, and \( d_{31} = 90 \) nm. The various layers of the tandem solar cell are assumed to be made of hydrogenated amorphous-silicon alloys:

- a-Si:C:H with band-gap \( E_g = 1.94 \) eV for all p-type layers,
- a-Si:H with band-gap \( E_g = 1.8 \) eV for all n-type layers,
- a-Si_1-c Ge_{c}:H with band gap \( E_g = 1.4 \) eV for the intrinsic layer of thickness \( d_{11} \),
- a-Si_{1-c} Ge_{c}:H with band gap \( E_g = 1.6 \) eV for the intrinsic layer of thickness \( d_{21} \), and
- a-Si:H with band gap \( E_g = 1.69 \) eV for the intrinsic layer of thickness \( d_{31} \).

The material with the widest bandgap was chosen for the topmost absorber layer in order to allow photons of higher energy to penetrate the next absorber layer, and so on [8]. Parenthetically, we note that the fixed semiconductor structure chosen may change with a change in the grating shape and with the inclusion of antireflection coatings, and more comprehensive optimization may be necessary.

The relative permittivities of the hydrogenated amorphous-silicon alloys and aluminum are plotted versus the free-space wavelength \( \lambda_0 \) in Figs. 2 and 3, respectively. The relative permittivities of the semiconductors were computed using a model provided by Ferlauto et al. [25], and the relative permittivity of bulk aluminum was computed from an approximate model provided by Rakić [26]. Let us note that hydrogenated amorphous-silicon alloys can be fabricated by plasma-enhanced chemical vapor deposition over planar as well as patterned templates [27]. The composition of the alloys can be controlled by the ratio of precursor gases (silane, hydrogen, methane, germane) and the deposition temperature [25].

To optimize the geometry of the surface-relief grating, attention was restricted to three types of corrugations—rectangular, sinusoidal, and trapezoidal—shown in Fig. 4. The corrugation-shape function \( g(x) \) is defined as
For optimization, the solar-spectrum-integrated (SSI) absorption efficiency was defined by

$$
\eta_p(L, \zeta, L_g, \theta) := \frac{\int_{\lambda_{0,\min}}^{\lambda_{0,\max}} A_p(\lambda_0, L, \zeta, L_g, \theta) \lambda_0 S(\lambda_0) d\lambda_0}{\int_{\lambda_{0,\min}}^{\lambda_{0,\max}} \lambda_0 S(\lambda_0) d\lambda_0} \tag{19}
$$

for p-polarized incidence, and by

$$
\eta_s(L, \zeta, L_g, \theta) := \frac{\int_{\lambda_{0,\min}}^{\lambda_{0,\max}} A_s(\lambda_0, L, \zeta, L_g, \theta) \lambda_0 S(\lambda_0) d\lambda_0}{\int_{\lambda_{0,\min}}^{\lambda_{0,\max}} \lambda_0 S(\lambda_0) d\lambda_0} \tag{20}
$$

for s-polarized incidence, and we chose

$$
\eta := (\eta_p + \eta_s)/2 \tag{21}
$$

The ratio $\zeta = L_1/L$ is called the duty cycle.
for unpolarized light coming from the Sun. In these formulas, $S(\lambda_0)$ is the solar spectral irradiance for AM1.5 [28], and the spectral range of interest was considered with $\lambda_{\text{min}} = 400$ nm and $\lambda_{\text{max}} = 1100$ nm. The SSI absorption efficiency served as the cost function for optimization, for which the parameters $L_l, \zeta \in (0, 1), L_g, d_T, d_a$, and $\theta$ were kept variable. The imaginary part of the relative permittivity of a-Si$_{1-u}$Ge$_u$:H with bandgap $E_g = 1.4$ eV is negligibly small for $\lambda_0 > 886$ nm, but the consequent lack of significant absorption for $\lambda_0 > 886$ nm can be ignored in a first study because the peak of AM1.5 solar irradiance spectrum is around 550 nm.

The grating geometries selected for numerical results can be fabricated experimentally. Sinusoidal grating templates can be fabricated by interference photolithography on photoresist [29]. Rectangular and trapezoidal gratings can be fabricated by conventional optical lithography followed by reactive ion etching or wet etching on single-crystal silicon wafers. Rectangular gratings can be defined with anisotropic silicon etchants such as Cl$_2$ or SF$_6$ on a 100-oriented crystalline-silicon wafers [30]. Trapezoidal gratings with variable taper angles can be fabricated by controlling the volumetric ratio of SF$_6$/O$_2$ and...
pressure during reactive ion etching of 100-oriented crystalline-silicon wafers [31]. Once the pattern is defined in the silicon or polymer grating master, metals such as aluminum can be sputtered over the template, thereby yielding a patterned metal surface with the desired nanoscale morphology [32].

Let us now discuss the numerical results for direct insolation (when the light is incident on the solar cell at a given angle of incidence) and diffuse insolation (when the light is incident from a wide range of directions with equal intensity). The results in Sections 4.A and 4.B hold for a solar cell without an ITO layer and an AZO layer: \( d_T = 0.0136 \), \( d_a = L_g \), and \( \epsilon_a = \epsilon_{1n} \). The effects of the ITO and AZO layers are considered in Section 4.C.

A. Direct Insolation

1. Optimization with Fixed Period \( L \)

Let us begin with a surface-relief grating whose period \( L = 400 \) nm is fixed, but \( \zeta, L_g, \theta \), and the corrugation-shape function \( g(x) \) are variable. The three SSI absorption efficiencies \( \eta_p, \eta_s, \) and \( \eta \) are plotted against the corrugation height \( L_g \) in Figs. 5–7, respectively, for the angle of incidence \( \theta \in \{0^\circ, 15^\circ, 30^\circ, 45^\circ\} \) and the duty cycle \( \zeta \in \{0.3, 0.5, 0.7\} \).

A general feature of all the plots presented in these figures is that the SSI absorption efficiency is higher for \( L_g \neq 0 \) than for \( L_g = 0 \), regardless of the angle of incidence and the polarization state of the incident light. In other words, a periodically corrugated back reflector yields a greater SSI absorption efficiency than one with a planar face, which is in accord with very early studies [5,6].

For \( p \)-polarized incident light, Fig. 5 shows that the maximum value of \( \eta_p \) is a function of \( L_g, \zeta, \) and \( \theta \), and it also depends on the shape of the corrugation. For each of the four values of \( \theta \), Table 1 presents the combination of the corrugation shape, \( \zeta, \) and \( L_g \) that maximizes \( \eta_p \). The maximum achievable \( \eta_p \) is an increasing function of \( \theta \), while the optimal duty cycle is 0.5 or smaller and the optimal value of the corrugation height lies between 55 and 75 nm.

For \( s \)-polarized incident light and for a specific value of \( \theta \), the maximum value of \( \eta_s \) depends not only on \( \zeta \) and \( L_g \) but also on the shape of the corrugation. The combination of the corrugation shape, \( \zeta, \) and \( L_g \) that maximizes \( \eta_s \) for any one of the four different angles of incidence selected can be gleaned from Table 2. The optimal duty cycle lies between 0.3 and 0.7, while the optimal corrugation height is about 80 nm. Moreover, the maximum achievable \( \eta_s \) is not a strong function of \( \theta \). A comparison of Tables 1 and 2 shows that (i) the SSI absorption efficiency for \( s \)-polarized light is significantly smaller than that of \( p \)-polarized light and (ii) both the duty cycle and the
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\[ \eta_s \]

\[ \theta = 0^\circ \]
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Fig. 6. (Color online) Same as Fig. 5 except that \( \eta_s \) is plotted instead of \( \eta_p \).
corrugation height need to be larger for maximizing \( \eta_s \) than for maximizing \( \eta_p \).

For unpolarized incident light, the maximum value of \( \eta \) and the values of \( \zeta \) and \( L_g \) along with the shape of the corrugation that maximize \( \eta \) for \( \theta \in \{0^\circ, 15^\circ, 30^\circ, 45^\circ\} \) are presented in Table 3, having been obtained from the parametric plots presented in Fig. 7. The table shows that the maximum \( \eta \) is quite a weak function of the angle of incidence; however, corrugations of different shapes and/or duty cycle are required to maximize \( \eta \).

The foregoing optimization was done simply by examining the parametric plots in Figs. 5–7. For better determination of the optimal parameters, we implemented the DEA explained in Section 3. The data provided in Tables 1–3 were used to define the search space and the initial guesses for the free parameters. The DEA was implemented—with 100 iterations and initial guess \( \theta = 30^\circ, \zeta = 0.5, L_g = 70 \text{ nm} \)—separately for rectangular, sinusoidal, and trapezoidal corrugations.

The parameters \( \theta_{\text{opt}}, \zeta_{\text{opt}}, \text{ and } L_{g_{\text{opt}}} \) that maximize the cost function \( \eta \) are presented in Table 4 for

---

**Table 1.** Corrugation Shape and Values of the Duty Cycle \( \zeta \) and the Corrugation Height \( L_g \) that Maximize \( \eta_p \) for Four Values of \( \theta \), When \( L_g = 400 \text{ nm} \)

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>Corrugation</th>
<th>( \zeta )</th>
<th>( L_g ) (nm)</th>
<th>( \eta_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>Rectangular</td>
<td>0.5</td>
<td>55</td>
<td>0.6157</td>
</tr>
<tr>
<td>15°</td>
<td>Rectangular</td>
<td>0.3</td>
<td>60</td>
<td>0.6666</td>
</tr>
<tr>
<td>30°</td>
<td>Trapezoidal</td>
<td>0.5</td>
<td>75</td>
<td>0.6911</td>
</tr>
<tr>
<td>45°</td>
<td>Sinusoidal</td>
<td>0.3</td>
<td>80</td>
<td>0.7581</td>
</tr>
</tbody>
</table>

*a* The results were obtained by inspection of the parametric plots in Fig. 5.

---

**Table 2.** Same as Table 1 Except That \( \eta_s \) is Maximized and the Results Were Obtained by Inspection of the Parametric Plots in Fig. 6

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>Corrugation</th>
<th>( \zeta )</th>
<th>( L_g ) (nm)</th>
<th>( \eta_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>Sinusoidal</td>
<td>0.5</td>
<td>75</td>
<td>0.5612</td>
</tr>
<tr>
<td>15°</td>
<td>Sinusoidal</td>
<td>0.7</td>
<td>80</td>
<td>0.5898</td>
</tr>
<tr>
<td>30°</td>
<td>Sinusoidal</td>
<td>0.5</td>
<td>80</td>
<td>0.5580</td>
</tr>
<tr>
<td>45°</td>
<td>Rectangular</td>
<td>0.3</td>
<td>80</td>
<td>0.4932</td>
</tr>
</tbody>
</table>

**Table 3.** Same as Table 1 Except That \( \eta \) is Maximized and the Results Were Obtained by Inspection of the Parametric Plots in Fig. 7

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>Corrugation</th>
<th>( \zeta )</th>
<th>( L_g ) (nm)</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>Trapezoidal</td>
<td>0.7</td>
<td>80</td>
<td>0.5892</td>
</tr>
<tr>
<td>15°</td>
<td>Rectangular</td>
<td>0.7</td>
<td>65</td>
<td>0.6259</td>
</tr>
<tr>
<td>30°</td>
<td>Trapezoidal</td>
<td>0.5</td>
<td>80</td>
<td>0.6231</td>
</tr>
<tr>
<td>45°</td>
<td>Sinusoidal</td>
<td>0.5</td>
<td>80</td>
<td>0.6245</td>
</tr>
</tbody>
</table>
rectangular, sinusoidal, and trapezoidal corrugations. Remarkably, the same maximum SSI absorption efficiencies can be obtained, regardless of the choice of the corrugation-shape function. Thus, the exact shape of the corrugation does not matter—most likely because the corrugations are shallow in comparison to the free-space wavelength. The results for $p$- and $s$-polarized incidence conditions (not presented) showed that the optimal angles of incidence are strongly correlated with the maximum SSI absorption efficiencies and the polarization state, but not with shape of the corrugation. A duty cycle of around 0.38 and a corrugation height of about 70 nm are recommended for rectangular corrugations. The optimal duty cycle for the sinusoidal corrugation is polarization-dependent, but the optimal corrugation height of 80 nm is not. Both the optimal duty cycle and the corrugation height are polarization-dependent, when the corrugation is trapezoidal.

2. Optimization of the Period $L$

Next, we fixed the duty cycle $\zeta$ and the corrugation height $L_g$ equal to the optimal values found in Section 4.A.1 (Table 4), and varied the period $L$ and the angle of incidence $\theta$. The incident light was taken to be unpolarized.

The SSI absorption efficiency $\eta$ is presented as a function of $L$ and $\theta$ in Fig. 8 for rectangular, sinusoidal, and trapezoidal corrugations. A comparison of the three panels in Fig. 8 indicates that the qualitative variation of $\eta$ with $L$ and $\theta$ does not depend strongly on the shape of the corrugation. The figure shows that higher SSI absorption efficiencies are obtained for a period between 400 and 600 nm for near-normal incidence of unpolarized light. For more oblique incidence, higher absorption efficiencies are obtained for $L$ between 350 and 450 nm. The exact values of $L$ and $\theta$ that maximize $\eta$ are provided in Table 5.

The SSI absorption efficiency $\eta$ as a function of $L$ and $\theta$ for an unpolarized incident plane wave is presented in Fig. 9 when the back reflector is planar ($L_g = 0$ and $L_m = 30$ nm) and without a back reflector ($L_g = L_m = 0$). A comparison of Figs. 8 and 9 shows that $\eta$ is greater with a periodically corrugated back reflector than either with a planar back reflector or without a back reflector at all.

B. Diffuse Insolation

Let us now suppose that the light is incident on the tandem solar cell for $\theta \in [0^\circ, 60^\circ]$, when the energy density of the incident light does not depend on the angle of incidence. This situation can also be considered as an equivalent of integration over time during the day for a solar cell that is fixed and not tracking the Sun. Now, to find the optimal parameters of the surface-relief grating, we computed the angularly averaged SSI absorption efficiency

$$\hat{\eta}(L, \zeta, L_g) = \frac{3}{\pi} \int_0^{\pi/3} \eta(L, \zeta, L_g, \theta) \cos \theta d\theta$$

(22)

for unpolarized incidence. The optimal grating parameters were found by inspection of the plots of angularly averaged efficiency versus the grating parameters $\zeta$, $L_g$, and $L$.

Plots of $\hat{\eta}$ versus $L_g$ are provided in Fig. 10 for corrugations of the chosen three shapes and

Table 5. Maximum Values of the SSI Absorption Efficiency $\eta$ and Optimal Parameters for Incident Unpolarized Light Obtained by Inspection of the Parametric Plots in Fig. 8

<table>
<thead>
<tr>
<th>Corrugation</th>
<th>$\theta$</th>
<th>$L$ (nm)</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>15.25°</td>
<td>527</td>
<td>0.6287</td>
</tr>
<tr>
<td>Sinusoidal</td>
<td>11.19°</td>
<td>497</td>
<td>0.6250</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>45.76°</td>
<td>375</td>
<td>0.6211</td>
</tr>
</tbody>
</table>

*The duty cycle $\zeta$ and the corrugation height $L_g$ were fixed at the optimal values obtained with fixed period $L = 400$ nm.
\( \zeta \in \{0.3, 0.5, 0.7\} \). The figure shows that, for unpolarized incident light, the grating with sinusoidal corrugations with \( \zeta = 0.5 \) and \( L_g = 80 \) nm should be chosen to maximize \( \eta \). All that now remains is to determine the value of \( L \) that maximizes \( \eta \) when \( \zeta = 0.5 \) and \( L_g = 80 \) nm. Inspection of the plots of \( \eta \) against \( L \) in Fig. 11 for the three types of corrugations lets us conclude that the optimal value of \( L \) and the maximum value of \( \eta \) are virtually independent of the shape of the corrugation. Thus, the combination \( \{\zeta = 0.5, L_g = 80 \text{ nm}, L = 433 \text{ nm}\} \) maximizes \( \eta \) at \( \sim 0.5 \), independently of the shape of the corrugation.

Fig. 9. (Color online) Same as Fig. 8 except that (top) \( L_g = 0 \) and \( L_m = 30 \) nm, and (bottom) \( L_g = L_m = 0 \).

The grating parameters to maximize \( \eta \), as derived by inspection of data computed using the RCWA algorithm, provided the initial guess to implement the DEA. The initial guess chosen was \( \{\zeta = 0.5, L_g = 70 \text{ nm}, L = 400 \text{ nm}\} \). As many as 30 iterations were used for the DEA optimization. The optimal values of \( \zeta, L_g, \text{and } L \) for each of the chosen shapes of the corrugations are presented in Table 6. Clearly, the maximum value of \( \eta \) is 0.5 for all three shapes. The optimal values \( \zeta^\text{opt}, L_g^\text{opt}, \text{and } L^\text{opt} \) for the rectangular corrugation are smaller than their counterparts for the sinusoidal and the trapezoidal corrugations, but the differences are not very large.

A comparison of the results presented in Table 6 for diffuse insolation with those presented in Section 4A.2 for direct insolation reveals that (i) the maximum SSI absorption efficiency for direct insolation (\( \eta \approx 0.62 \)) is higher than for diffuse insolation (\( \eta \approx 0.5 \)) and (ii) the optimal period \( L^\text{opt} \) is generally higher for direct than diffuse insolation.

To delineate the contributions of the three intrinsic-semiconductor layers to the total absorbance, we computed the linear density of the rate of absorption

\[
\frac{dQ(z)}{dz} = \frac{\alpha e_0}{2} \text{Im}[e_d(z)|E(z)|^2],
\]

where

\[
dQ(z) = \frac{\alpha e_0}{2} \text{Im}[e_d(z)|E(z)|^2]
\]

Table 6. Optimal Values \( \zeta^\text{opt}, L_g^\text{opt}, L^\text{opt} \) of the Different Corrugation Shapes that Maximize \( \eta \) for Unpolarized Incident Light

<table>
<thead>
<tr>
<th>Corrugation</th>
<th>( \zeta^\text{opt} )</th>
<th>( L_g^\text{opt} ) (nm)</th>
<th>( L^\text{opt} ) (nm)</th>
<th>( \eta^\text{max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>0.34</td>
<td>65</td>
<td>385</td>
<td>0.504</td>
</tr>
<tr>
<td>Sinusoidal</td>
<td>0.47</td>
<td>78</td>
<td>442</td>
<td>0.503</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>0.43</td>
<td>73</td>
<td>424</td>
<td>0.503</td>
</tr>
</tbody>
</table>

The data were obtained using the DEA for a solar cell without ITO and AZO layers: \( d_T = 0, d_a = L_g, \text{and } e_a = e_{1n} \).
and normalized it by the z-directed component

\[
P_{z}^{\text{inc}} = \frac{1}{2} \sqrt{\frac{\epsilon_0 |a_p|^2 + |a_s|^2}{\mu_0 |a_p|^2 + |a_s|^2}} \cos \theta
\]  

(24)

of the time-averaged Poynting vector of the incident plane wave to get the ratio

\[
a(z) = \frac{dQ(z)/dz}{P_{z}^{\text{inc}}} = \frac{k_0 \text{Im} (\epsilon_d(z)) |E(z)|^2}{|a_p|^2 + |a_s|^2} \cos \theta.
\]  

(25)

As the integral of \(a(z)\) over \(z \in [0, L]\) is the absorptance, \(a(z)\) may be called the absorptance density. This quantity was integrated over \(\theta \in [0, \pi/3]\) for an unpolarized plane wave to obtain the angularly averaged local absorptance density

\[
\bar{a}(L, \zeta, L_g, \lambda_0, z) = \frac{3}{\pi} \int_0^{\pi/3} |a(L, \zeta, L_g, \lambda_0, z)|_{a_p=0} \times \cos \theta d\theta.
\]  

(26)

Plots of \(\bar{a}(L, \zeta, L_g, \lambda_0, z)\) are provided in Fig. 12, for a rectangular surface-relief grating with optimal grating parameters delivered by DEA (Table 6): \(\zeta = 0.34, L_g = 65 \text{ nm}, \text{ and } L = 385 \text{ nm.}\) When \(\lambda_0 < 500 \text{ nm},\) most of the absorption takes place in the \(3i\) layer \((E_g = 1.69 \text{ eV});\) when \(500 \text{ nm} < \lambda_0 < 600 \text{ nm, both the} \ 3i \text{ and the} \ 2i \ (E_g = 1.6 \text{ eV}) \text{ layers absorb more than the} \ 1i \text{ layer} \ (E_g = 1.4 \text{ eV});\) when \(600 \text{ nm} < \lambda_0 < 700 \text{ nm, absorption is higher in the} \ 2i \text{ and} \ 1i \text{ layers than in the} \ 3i \text{ layer; when} \ \lambda_0 > 700 \text{ nm, most of the light is being absorbed by the} \ 3i \text{ layer. The figure clearly shows the benefit of using a tandem solar cell as opposed to a single-junction cell because different intrinsic-semiconductor layers can absorb light in different spectral regimes, thereby enhancing the overall light absorption. The local absorptance density is very low when} \ \lambda_0 > 800 \text{ nm, as should be expected due to the negligible imaginary parts of the relative permittivities of the semiconductor materials in this spectral regime.}

C. Effect of ITO and AZO Layers on the Optimal Grating Profile

Let us now examine the results for a tandem solar cell with an ITO layer at the top and an AZO layer between the metal and the \(1n\) layer. For ITO, we used experimentally obtained values of the complex refractive indexes at an air/ITO interface [33, Fig 3]. For AZO, the refractive indexes were obtained by using a single-oscillator model developed for AZO films deposited by reactive magnetron sputtering at a substrate temperature of 170°C [34]. The thickness of the ITO layer was fixed at \(d_T = 200 \text{ nm},\) whereas the thickness of the AZO layer was kept variable: \(d_a = L_g + 10 \text{ nm.}\) For the limited purpose of delineating the overall effect of the ITO and AZO layers on the solar cell, only diffuse insolation was considered.

The plots of \(\eta\) versus \(L_g\) for the three types of surface-relief gratings with different values of \(\zeta\) are presented in Fig. 13. A comparison of Figs. 13 and 10 shows that \(\eta\) is generally higher when an ITO layer is present—which is reasonable because of the additional absorption by the ITO layer. Inspection of Fig. 13 shows that \(\eta\) is maximum \((\sim 0.6104)\) when \(\zeta = 0.3, L_g = 150 \text{ nm, and the corrugations are rectangular.}\) The plot of \(\eta\) versus \(L\) in Fig. 14 for the three types of surface-relief gratings with \(\zeta = 0.3\)
and $L_g = 150$ nm shows that $\eta$ is maximum when the corrugations are rectangular and $L \approx 433$ nm.

A comparison of the optimal value of $L$ obtained by inspection for the solar cell with the ITO and AZO layers with those values presented in Table 6 indicates that the optimal period of the grating does not vary significantly with the addition of ITO and AZO layers.

Finally, to see the effect of ITO and AZO layers on the local absorptance density in the solar cell, $\bar{a}(L, \zeta, L_g, \lambda_0, z)$ is presented in Fig. 15 versus $\lambda_0$ and $z$ in the region $0 < z < L_g$ when $L = 433$ nm, $d_T = 200$ nm, $\zeta = 0.3$, $L_g = 150$ nm, and $d_a = L_g + 10$ nm. In the semiconductor region ($d_T < z < L_g - 10$ nm), the variation of $\bar{a}$ with $z$ is similar to that when the ITO and AZO layers are absent (Fig. 12); however, $\bar{a}$ is generally lower in magnitude. In the ITO layer, $\bar{a}$ is lower than in the semiconductor region when $400$ nm $< \lambda_0 < 750$ nm. When $750$ nm $< \lambda_0 < 1100$ nm, most of the absorption takes place in the ITO layer. Absorption in the AZO layer is absent in the 400–1100 nm wavelength range [34].

5. Conclusion

The optimal values of the duty cycle $\zeta$, the corrugation height $L_g$, and the period $L$ of an aluminum surface-relief grating with corrugations of various shapes were obtained from direct and indirect isolation for a thin-film tandem solar cell made of hydrogenated-amorphous silicon alloys. The thicknesses and the compositions of the various semiconductor layers had been fixed from electrical considerations. The SSI absorption efficiency of the tandem solar cell was optimized for an AM1.5 solar irradiance spectrum and the wavelength range considered was 400–1100 nm. Optimization for direct isolation was done first by inspection of the dependences of the SSI absorption efficiency on the grating parameters and the angle of incidence, followed by the implementation of an evolutionary algorithm. For diffuse isolation, the same procedure was repeated except that the SSI absorption efficiency was averaged over the angle of incidence. Furthermore, the effect of the inclusion of an ITO layer at the front and an AZO layer between the semiconductor and the metallic back reflector was also studied.

For direct isolation, when the period $L = 400$ nm is fixed, we found that (i) the maximum SSI absorption efficiency is significantly smaller for s- than p-polarized incident light, (ii) $\zeta$ and $L_g$ need to be larger for s- than p-polarized incident light to maximize SSI absorption efficiency, and (iii) the same maximum value of SSI absorption efficiency can be achieved—regardless of the shape of the corrugation—in each unit cell of the metallic back reflector when the ITO and AZO layers are absent. However, when the period is allowed to be different for different directions of incoming light, the optimal period (i) $L_{g}^\text{opt} \in (350, 450)$ nm when the incidence angle is large and (ii) $L_{g}^\text{opt} \in (400, 600)$ nm when the incidence is near normal—again, regardless of the shape of the corrugation. For diffuse isolation with equal intensity for $\theta \in [0^\circ, 60^\circ]$, the angularly averaged SSI absorption efficiency can also be maximized for any choice of the corrugation-shape function. However, the maximum efficiency for diffuse isolation is about 20% smaller than for direct isolation.

The inclusion of an ITO layer at the front and the insertion of an AZO layer between the semiconductor and the metallic back reflector decrease the absorption in the semiconductor layers. With the ITO and AZO layers present, the maximum SSI absorption efficiency was achieved with a periodic corrugation of rectangular shape and a depth ($L_g = 150$ nm) that...
was twice the optimal depth obtained without the ITO and AZO layers. However, the optimal period of the periodic corrugation did not critically depend on the presence of the ITO and AZO layers.

Let us note that the enhancement in the SSI absorption efficiency when a metallic surface-relief grating is used as the back reflector is due to the capability of the grating to guide SPP waves and waveguide modes [4–6,11,35]. An SPP wave is guided by the grating when the wavenumber of a Floquet harmonic and the wavenumber of the possible SPP wave match each other. The possibility of this match can be further increased by the use of a compound surface-relief grating [36,37]. We conclude this paper with the hope that our optimization study will assist in the selection of surface-relief-grating profiles that enhance the efficiencies of tandem solar cells exploiting hydrogenated-amorphous silicon alloys.
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