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The general Hartree–Fock (GHF) method is a quantum mechanical method for electronic structure calculations that uses a single determinantal wave function with no restrictions on the one-electron orbitals other than orthonormality and the use of a specific basis set. The more familiar restricted Hartree–Fock (RHF) and unrestricted Hartree–Fock (UHF) methods can be regarded as special cases of the GHF method in which additional restrictions are imposed on the occupied orbitals. We propose that the GHF method is very suitable as an electronic structure method to be incorporated into computer simulations that combine the calculation of the Born–Oppenheimer ground state surface with the simulation of the motion of the nuclei on that surface. In particular, for many problems of interest there is only a single GHF minimum of the energy, and the GHF wave function is a continuous function of nuclear positions. The RHF and UHF methods, in comparison, typically have a multiplicity of local minima with curve crossings that generate a discontinuous behavior of the ground electronic state wave function as a function of nuclear positions. In this paper, we use energy minimization techniques to identify and characterize the UHF and GHF electronic minima at fixed nuclear positions for three model systems. The results verify the above assertions and suggest that the GHF method would be more suitable than the RHF or UHF methods for computer simulations.

I. INTRODUCTION

One of the most promising areas of computer simulation of materials is the development of a variety of methods for combining the calculation of the classical dynamics or statistical mechanics of the nuclei on a ground state Born–Oppenheimer (BO) potential surface with the quantum mechanical electronic structure calculation of the BO surface itself. This is to be contrasted with the more traditional methods, where the BO potential is represented as a parametrized function of the nuclear positions, typically containing two-body and three-body terms. The newer methods are much more general since they are applicable to systems for which a simple function is inadequate as a representation of the BO surface, such as systems involving covalent bonding.

There are many varieties of the newer computer simulation methods. Each of these methods involves some particular combination of the following: a specific formulation of the quantum electronic structure problem, a specific method for solving this quantum electronic problem, and a specific method for calculating the mechanics or statistical mechanics of the nuclei. We now briefly discuss each of these aspects of computer simulations.

Various formulations of the quantum electronic structure have been used in computer simulations. The two most common formulations are density functional theory,\(^1\) both in its spin-compensated and spin-polarized forms, and Hartree–Fock (HF) theory,\(^2\) both in its restricted and unrestricted forms. All of these methods introduce a finite discrete basis set so that the solution of the quantum electronic problem involves determining the values of a finite number of coefficients in the wave function.

Several different methods have been used for solving the quantum electronic problem. The traditional method is to perform a converged numerical variational calculation of the coefficients in the wave function for each nuclear configuration.\(^3\) This can be accomplished by solution of the appropriate set of Hartree–Fock–Roothan equations, or more generally by direct attempts to locate the global minimum of an electronic energy functional. Car and Parinello formulated an alternative method that converts the electronic structure problem to a classical mechanical problem in which the coefficients are regarded as mechanical variables and the electronic energy functional becomes, in effect, a potential energy for their mechanics.\(^4\)

Finally, the two traditional methods for calculating the classical mechanics or statistical mechanics of the nuclei are molecular dynamics and Metropolis Monte Carlo.

One of the potentially serious problems associated with this class of computer simulation methods is the possibility of multiple solutions of the electronic structure problem. Such multiple solutions may lead to curve crossings at which the BO ground state wave function must “jump” from one solution to the other and hence drastically change its nature. This poses a problem for simulations because the efficient methods of solution of the electronic structure problem all assume, explicitly or implicitly, that the electronic wave function varies smoothly with the nuclear positions. If a global search of the space of wave functions had to be performed at each step to find the ground electronic state or if all of the excited states had to be monitored simultaneously in order to be ready for a curve crossing, then the efficiency of these simulation methods would be seriously compromised, especially for large systems.

This problem can be largely overcome, within the context of the Hartree–Fock formulation of the electronic
structure problem, by the simple but unconventional procedure of using single determinantal wave functions in which there are no restrictions on the occupied molecular orbitals other than orthonormality. This method has been called the general Hartree-Fock (GHF) method, in contrast to the traditional restricted Hartree-Fock (RHF) method and the frequently used unrestricted Hartree-Fock (UHF) method. (Definitions of these terms will be presented in a later section.) We propose that the GHF method is preferable over RHF and UHF methods for computer simulations of the type discussed above. Furthermore, the analogous generalization of GHF to density functional calculations is likely to have similar advantages over the spin-compensated and spin-polarized forms of density functional theory.

In Sec. II we formulate the GHF method and briefly discuss its history. In Sec. III we present the theory of the GHF method from a perspective that is convenient for the discussion of its use in computer simulations. In particular, we discuss two important properties of a quantum mechanical method that make the method especially useful for the types of computer simulations discussed above. The first property is that there is only one minimum of the energy in the space of wave functions, namely the BO ground state energy. The second property is that the wave function representing the BO ground state changes continuously as a function of the nuclear coordinates. We assert that the GHF method has these two important properties to a much larger extent than the RI-IF and UHF methods. Section IV describes the details of the computational methods we have used to implement GHF calculations. Section V discusses many examples to illustrate the properties of the GHF method. Section VI closes with some conclusions.

II. GHF METHOD

A. RHF, UHF, and GHF wave functions

In Hartree-Fock theory, an N-electron system is described by a wave function $| \Psi \rangle$ represented by a Slater determinant made up of N orthonormal spin orbitals $\{ \chi_i(x) \}$:

$$
| \Psi \rangle = \frac{1}{\sqrt{N!}} \begin{vmatrix} 
\chi_1(x_1) & \chi_2(x_1) & \cdots & \chi_N(x_1) \\
\chi_1(x_2) & \chi_2(x_2) & \cdots & \chi_N(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\chi_1(x_N) & \chi_2(x_N) & \cdots & \chi_N(x_N) 
\end{vmatrix}
$$

(1)

The variable $x$ includes both the spatial coordinate $r$ and the spin coordinate $\omega$ for one electron.

In both restricted Hartree–Fock (RHF) and unrestricted Hartree–Fock (UHF) wave functions, each spin orbital is a product of a spatial and a spin part: $\chi_i(x) = \psi_i(r) \sigma_i(\omega)$. The spatial part $\psi_i(r)$ is a linear combination of a chosen set of $K$ spatial basis functions $\{ \phi_k(r) \}$:

$$
\psi_i(r) = \sum_{\mu=1}^{K} c_{i\mu} \phi_{\mu}(r).
$$

(2)

The spin part $\sigma(\omega)$ of a spin orbital is either $\sigma(\omega) = \alpha$ or $\beta(\omega) = \beta$, corresponding to spin up or down respectively.

For RHF wave functions, there are equal numbers of $\alpha$ and $\beta$ spin orbitals, and for each $\alpha$ spin orbital there is also a $\beta$ spin orbital with the same spatial part. (In this paper, we use RHF to denote what is sometimes called “closed-shell RHF.”) For open-shell RHF wave functions, some of the spin orbitals are paired as in the closed-shell RHF case, and the remaining spin orbitals are either all $\alpha$ or all $\beta$. For UHF wave functions, there are no such restrictions on the spatial parts of the spin orbitals.

In the general Hartree–Fock (GHF) wave function, each spin orbital can contain both $\alpha$ and $\beta$ spin components. A GHF spin orbital can be written as

$$
\chi_i(x) = \psi^\alpha_i(r) \alpha(\omega) + \psi^\beta_i(r) \beta(\omega),
$$

(3)

where

$$
\psi^\alpha_i(r) = \sum_{\mu=1}^{K} c_{i\mu}^{\alpha} \phi_{\mu}(r),
$$

(4)

and

$$
\psi^\beta_i(r) = \sum_{\mu=1}^{K} c_{i\mu}^{\beta} \phi_{\mu}(r).
$$

(5)

These equations show that for a system of $N$ electrons and a chosen set of $K$ spatial basis functions, the GHF wave function is specified by $2KN$ complex coefficients. Thus a GHF wave function for a specific choice of basis set can be represented by a point in the $2KN$-dimensional complex space $C^{2KN}$, which we will call coefficient space. Since the GHF coefficients must also satisfy the orthonormality constraints, the GHF wave functions lie on a lower dimensionality manifold of the $2KN$-dimensional coefficient space. We will refer to this manifold as the GHF manifold, and we will refer to points in this manifold as GHF states.

The spatial basis functions used in a calculation could be chosen to be real, as is typical in molecular calculations using atomic orbital basis functions, or complex, as is the case for calculations using complex plane wave basis functions. When real spatial basis functions are used, it is customary to restrict the coefficients to be real also. In this case, the variational flexibility of the wave function is decreased, and coefficient space is reduced to a $2KN$-dimensional real space. We shall refer to the use of real spatial basis functions and real coefficients as the real general Hartree–Fock (RGHF) method.

A UHF wave function can be regarded as a special case of a GHF wave function, one in which for each orbital $i$ either the $c_{i\mu}^{\alpha}$ or the $c_{i\mu}^{\beta}$ are zero for all $\mu$. Hence each UHF wave function corresponds to a point in the same coefficient space that we have just defined. And the set of all UHF wave functions corresponds to a submanifold of the GHF manifold, which we will call the UHF manifold. Similarly, an RHF wave function can be regarded as a special case of a UHF wave function, one in which there are restrictive relationships between the $c^{\alpha}$ and $c^{\beta}$ coefficients. Hence the set of all RHF wave functions corresponds to a submanifold of the UHF manifold, which we will call the RHF manifold. Finally, when the spatial basis functions
are real, an RGHF wave function is another special case of a GHF wave function, where the imaginary parts of all the coefficients are zero. In this case, the set of all RGHF wave functions corresponds to a submanifold of the GHF manifold, which we will call the RGHF manifold.

The expectation value of the Hamiltonian for a single determinantal GHF wave function of the form of Eq. (1) is a function of the coefficients in the wave function. In other words, it is a function defined for all points in coefficient space:

$$\langle \Psi | H | \Psi \rangle = E(\{c_{\alpha}^{\alpha}, c_{\beta}^{\beta}\}).$$

Here $\{c_{\alpha}^{\alpha}, c_{\beta}^{\beta}\}$ denotes the complete set of coefficients needed to specify the spin orbitals in a determinantal wave function. It is important to note that exactly the same function $E(\{c_{\alpha}^{\alpha}, c_{\beta}^{\beta}\})$ is applicable to the evaluation of the expectation value of the Hamiltonian for UHF and RHF determinantal wave functions since they also correspond to points in coefficient space. If real basis functions are used, this same energy function is applicable to the RGHF method.

The variational problem for the GHF method is to find the point (or points) in coefficient space that minimizes $E(\{c_{\alpha}^{\alpha}, c_{\beta}^{\beta}\})$ subject to the restriction of being in the GHF manifold or, in other words, subject to the orthonormality constraints. Similarly, the variational problem for the RGHF, UHF, or RHF method is that of finding the point (or points) in coefficient space that minimizes $E(\{c_{\alpha}^{\alpha}, c_{\beta}^{\beta}\})$, subject to the restriction of being in the respective RGHF, UHF, or RHF manifold. It follows that the global minimum energy for the GHF method will always be lower than or equal to that for the UHF method, which will always be lower than or equal to the global minimum for the RHF method. Moreover, when the spatial basis functions are real, the global minimum energy for the RGHF method will be less than or equal to that for the UHF method with real coefficients, which will be less than or equal to that for the RHF method with real coefficients.

Before concluding this subsection, we point out that although the GHF wave function is a single determinant, it is actually a type of UHF configuration interaction (CI) wave function. Since each GHF spin orbital is a linear combination of $\alpha$ and $\beta$ parts, a GHF determinant can be expressed as a linear combination of as many as $2^N N$-electron UHF determinants. As we will see below, the fact that GHF is a type of UHF-CI calculation is important for understanding the properties of the method.

B. History of the GHF method and terminology

The history of the GHF method is discussed by Fukutome, and by Löwdin and Mayer. The most extensive body of work on this method is that of Fukutome, who developed a theory of the symmetry properties of GHF wave functions, the variational stability of solutions of the GHF equations, and the bifurcation of solutions of the equations as the nuclear coordinates change. Moreover, his and his co-workers applied the method to calculate potential energy curves for a variety of systems. More recently Löwdin and Mayer applied the method to atoms and molecules. For a useful perspective on Fukutome's work and its relationship to other problems involving electronic correlation, see a review by Calais.

The terminology to denote the various types of methods is not entirely standardized. We shall follow Calais and Löwdin and Mayer and use the phrase "general Hartree-Fock (GHF)" to denote methods that use a single determinantal wave function with no restrictions on the orbitals (other than orthonormality of the occupied orbitals and perhaps the use of a specific basis set). The orbitals can be mixtures of $\alpha$ and $\beta$ spin, the coefficients in the orbitals can be complex, and there are no necessary relationships among the coefficients other than orthonormality of the occupied orbitals. This method is denoted "unrestricted Hartree-Fock (UHF)" by Fukutome, but such a designation conflicts with the more customary usage of UHF to denote a determinant in which each orbital has purely $\alpha$ or $\beta$ character.

III. GHF THEORY

A. Symmetry operators

As noted above, Fukutome has given an extensive and elegant discussion of the symmetry properties of GHF wave functions. His analysis and classification of states is especially appropriate for molecular electronic structure calculations. In computer simulations, however, the electronic state is represented by the coefficients of the spin orbitals instead of the determinant itself. Thus it is worthwhile to focus on the symmetry properties in coefficient space rather than in wave function space.

The first type of operator of concern is an arbitrary unitary transformation of the spin orbitals in a determinant. Since a unitary transformation preserves the orthonormality of the spin orbitals, it maps states in the GHF manifold into the GHF manifold. Moreover, a unitary transformation of a set of spin orbitals gives a new set of spin orbitals whose determinantal wave function differs from the original one by at most just a phase factor of unit magnitude. Hence any expectation value is invariant to such a unitary transformation.

The second type of operator of concern is a spin rotation. A spin rotation operator is a linear operator that affects the spin part of a spin orbital in the following way:

$$M_\theta(\alpha) = \cos(\theta/2) \exp(-i\phi/2)\alpha + \sin(\theta/2) \exp(i\phi/2)\beta,$$

$$M_\theta(\beta) = -\sin(\theta/2) \exp(-i\phi/2)\alpha + \cos(\theta/2) \exp(i\phi/2)\beta,$$

where $\hat{\alpha}$ is a unit vector and $\theta$ and $\phi$ are its spherical polar angles. Since $M_\theta$ is linear, it has the following effect on a spin orbital of the form of Eq. (3):

$$M_\theta[\psi^\alpha(r)\alpha(\alpha) + \psi^\beta(r)\beta(\alpha)]$$

$$= \psi^\alpha(r)M_\theta(\alpha) + \psi^\beta(r)M_\theta(\beta).$$

If, for a specific $\hat{\alpha}$, we apply $M_\theta$ to all of the spin orbitals of a determinant, the result is another determinant.
This procedure will be referred to as a spin rotation. A spin rotation is equivalent to a rotation of the axes of the coordinate system used to define the components of spin without changing the corresponding rotation of the axes used to define positions in space. Since it preserves the orthonormality of the spin orbitals, it maps the GHF manifold onto itself. If the Hamiltonian contains no terms dependent on the electron spin, it is easy to show that the expectation value of the Hamiltonian is unchanged by such an operation. Moreover, it is easy to show that the magnitude of the expectation value of the total spin vector \( \mathbf{S} \) is also unchanged by such an operation. More importantly, the Hamiltonian is unchanged by such a mapping. The coordinate system used to define the components of spin with respect to a spin orbital of the form of Eq. (3), it has the following effect:

\[
t(t)[\psi^\alpha_t(r)\alpha(\omega) + \psi^\beta_t(r)\beta(\omega)] = -\psi^\alpha_t(r)\alpha(\omega) \\
+ \psi^\beta_t(r)\beta(\omega).
\]

The time reversal operator \( T \) for a determinant is the simultaneous application of \( T \) to each spin orbital in the determinant. Since time reversal also preserves the orthonormality of the spin orbitals, it maps the GHF manifold onto itself. In addition, it is easy to show that the expectation value of the Hamiltonian and the total spin magnitude are unchanged by such a mapping.

The third type of operator is time reversal. When acting on a spin orbital of the form of Eq. (3), it has the following effect:

\[
|\langle S \rangle| = (\langle S_x \rangle^2 + \langle S_y \rangle^2 + \langle S_z \rangle^2)^{1/2},
\]

which is distinctly different from the expectation values of spin that are normally of concern in electronic structure theory.

The set of all operators of these three types are, in effect, symmetry operations on coefficient space that map the GHF manifold onto itself and that leave important properties of the determinantal wave function unchanged, including the expectation value of the Hamiltonian (provided it is spin independent) and the total spin magnitude. Moreover, an arbitrary sequence of such operators has the same features, and the set of all such sequences is a group of symmetry operations. Two GHF states will be called equivalent if one can be obtained from the other by application of some member of this group of symmetry operations.

From the definition of equivalence it is clear that a GHF state can be equivalent to a UHF or RHF state without itself being in the UHF or RHF manifold. We point out that for RHF and UHF wave functions, the expectation value of the total spin vector must be in the positive or negative \( z \) direction, and the total spin magnitude must be a half-integer. In contrast, it is easy to show that for GHF wave functions, the expectation value of the total spin vector can point in an arbitrary direction, and the total spin magnitude is not necessarily half-integer. Note that since the total spin magnitude is the same for two equivalent states, if a GHF state is equivalent to a UHF state then its total spin magnitude must be a half-integer.

### B. Symmetry operations for RHF, UHF, and RGHF determinants

The more restricted HF methods have a smaller group of symmetry operations, which we summarize here.

For the RGHF method, the group of symmetry operations includes the set of real orthogonal transformations of the orbitals, the set of spin rotation mappings with \( \phi = 0 \) or \( \phi = 2\pi \), and products of these operators. (Time reversal is a special case of a spin rotation for real orbitals and real coefficients with \( \phi = 0 \) and \( \theta = \pi \).)

For the UHF method, the group of symmetry operators includes the subset of unitary transformations of the orbitals that mix the \( \alpha \) orbitals among themselves and that mix the \( \beta \) orbitals among themselves, the set of spin rotations with \( \theta = 0 \) or \( \theta = \pi \), time reversal, and all products of these operators.

For the RHF method and the open-shell RHF method, the group of symmetry operators includes the set of unitary transformations that mixes the paired \( \alpha \) orbitals together in the same way that the paired \( \beta \) orbitals are mixed, the set of spin rotations with \( \theta = 0 \) or \( \theta = \pi \), time reversal, and all products of these operators.

### C. Relationship between our classification of methods and Fukutome’s symmetry classification of HF wave functions

Fukutome’s extensive classification of the possible symmetries of HF wave functions is an especially useful one. The review of Calais is helpful in interpreting the classification. For the convenience of the reader, we now summarize the relationship between the various methods discussed in this paper and the corresponding symmetry classes of Fukutome.

The method that we denote GHF is the most general HF method and can have solutions of all of Fukutome’s symmetry types.

The method that we denote RGHF (with real spatial functions and real coefficients) generates solutions that fall into the symmetry classes denoted torsional spin density wave (TSDW), axial spin density wave (ASDW), and time reversal invariant closed shell (TICS). To our knowledge, for problems of chemical interest these are the only symmetry types of interest for generating the ground state BO potential curves. Thus, we suspect that in practice the RGHF method has all the variational flexibility of the GHF method.

The methods that we denote UHF and open-shell RHF generate solutions that fall into the \( S \) axial and \( S \) invariant classes [namely axial spin current wave (ASCW), ASDW, axial spin wave (ASW), TICS, and charge current wave (CCW)]. The customary methods for implementing UHF and open-shell RHF use real spatial functions and real coefficients. The solutions then fall into a subset of the classes just mentioned, namely ASDW and TICS.

The method that we denote RHF generates solutions that fall into the \( S \) invariant classes, namely TICS and...
CCW. If real basis functions and real coefficients are used, then the solutions fall into just the TICS class.

D. Definition of a single global minimum and of continuity of the wave function

As discussed above, all equivalent states (related by symmetry operations) have exactly the same energy for a spin-independent Hamiltonian. Therefore, when we refer to the “global minimum” in the GHF manifold, we are actually referring to at least a set of equivalent states. More generally, the global minimum might correspond to a set of states with the same energy, not all of which are equivalent to one another. (This latter situation is certainly not the usual one. Any such degeneracy between states that are not equivalent would represent an accidental degeneracy or perhaps one that is generated by some spatial symmetry in the problem.) In order to facilitate precise discussions about the number of distinct global minima (or local minima or saddle points), we now present a definition of a single global minimum (or local minimum or saddle point).

If a point in the GHF manifold has the global minimum energy, then it and all other points with this energy that form a connected region in the GHF manifold shall be regarded as part of the same global minimum. Moreover, all other points that are equivalent to this connected set shall be regarded as part of the same minimum. Thus a global minimum consists of a connected set of points plus zero or more other connected sets that are equivalent to the first set. Using the same idea we can define a local minimum and a saddle point, each of which is a set of points. (The same can be done for UHF and RHF methods, taking into account that, for these methods, the appropriate manifold of coefficient space is of lower dimensionality and fewer symmetry operations are available to generate equivalent states.) With such a definition of a minimum, the number of distinct local minima or global minima becomes a well-defined concept.

With this in mind, we next define the continuity of a wave function as a function of nuclear positions when the wave function is represented in a simulation by a point in coefficient space. At each nuclear configuration, there is a set of points in coefficient space at which the energy is equal to its global minimum value. This set consists of one or more global minima in the sense defined above. In a simulation, the particular point in this set that is determined to be the solution of the electronic problem is most likely dependent on the algorithm used and on the previous history of the simulation. (In a simulation of the Car–Parrinello type, the point in coefficient space will vibrate in the vicinity of the set of minimum energy points, occasionally being in the set.) As the nuclei move, the location of this set of points in coefficient space changes.

Given this situation, we will define two types of continuity of the wave function: a strong form and a weak form. In strong continuity, every point in one set becomes infinitesimally close to some point in the second set as the nuclear configuration of the second set approaches that of the first set. In weak continuity, at least one point in the first set becomes infinitesimally close to some point in the second set as the nuclear configuration of the second set approaches that of the first set. We now discuss why at least one of these types of continuity is necessary to make algorithms for solving the electronic problem function properly as the nuclei are moved.

E. Continuity of the wave function as a function of nuclear positions

When performing computer simulations by any of the methods discussed in the first section of the paper, the electronic problem must be solved again and again (in some way or other) as the nuclei are moved. Typically the solution for one set of nuclear positions is the starting point for the solution at the next set of nuclear positions. Hence it is important that the ground state electronic wave function, or its representation as a point in coefficient space (for HF methods), be a continuous function of the nuclear position. Otherwise, the solution of the electronic problem would become at each step a global search for a minimum electronic energy rather than a local search.

There are some situations in which the exact wave function is a discontinuous function of nuclear positions. For example, if the usual electrostatic Hamiltonian (without spin-dependent terms) is used, this can happen if the two lowest energy states have different spin multiplicity and cross at a particular nuclear configuration. The exact ground state wave function then jumps discontinuously from one spin multiplicity to another as the nuclei are moved through this nuclear configuration. (When spin–orbit interactions are included in the Hamiltonian, such discontinuous jumps are eliminated, and adiabatic potential energy curves that do not cross are generated.) In such situations, the discontinuity is caused by the intrinsic physics of the system being simulated. As we will see below, the GHF method can eliminate this type of discontinuity in an unusual way.

There are other situations in which the exact ground state wave function is a continuous function of nuclear positions, but an approximate ground state wave function is a discontinuous function of nuclear positions. In this case, the discontinuity is an artifact of the approximate method used to obtain the ground electronic state. The most common way for this to happen in HF methods is if the two lowest energy single determinant states have the same spin multiplicity and cross at a particular nuclear configuration. The single determinant ground state wave function then jumps discontinuously from one such state to another as the nuclei are moved through this nuclear configuration. Such crossings are artifacts of the HF method and are not a feature of the exact wave functions. If the more accurate configuration interaction (CI) method is used, where the wave function is represented by a linear combination of two or more determinants, then adiabatic potential curves that avoid this crossing are generated, and the wave function is a continuous function of the nuclear positions in the avoided crossing region. Thus the continuity property of the exact wave function is recovered only when a method more accurate than the RHF or UHF.
method is used. As we shall see below, the CI character of the GHF single determinantal wave function allows it to eliminate these kinds of discontinuities.

Curve crossings and the resulting discontinuities in the wave function can cause severe problems in simulations. For example, if the electrons are in their true ground state for an initial set of nuclear positions, then as the nuclei move they may stay on the diabatic curve and end up in an excited electronic state. In addition, this diabatic curve may eventually "end" if the wave function ceases to be a local minimum or a stationary point. What actually happens in the simulation at this point depends on the algorithm used, but the result is an unphysical event.

The RHF and UHF methods are very susceptible to this type of difficulty. The main point of this paper is that with the GHF and RGHF methods these problems are much less likely to occur and perhaps will never occur in problems for which HF methods are accurate. To see why this is true, we now discuss the relationships between the global minimum and other stationary points for the various HF methods.

F. Local and global minima in the UHF and GHF manifolds

From here on, we shall restrict our attention to GHF and UHF wave functions. As noted above, the variational problem for the GHF (or UHF) method is equivalent to finding the global minimum of the energy in the GHF (or UHF) manifold of coefficient space. These manifolds might, in general, have additional stationary points in the form of local minima, maxima, and saddle points.

Here we consider the relationships among the local and global minima and stationary points in the form of a set of assertions, which are either empirical observations, theorems, or conjectures.

1. In typical problems involving small numbers of atoms, for some range of nuclear positions each state in the GHF global minimum is equivalent to a UHF state, which in such a case is also necessarily in the global minimum in the UHF manifold. In other words, under certain circumstances the extra flexibility inherent in the GHF wave function relative to the UHF wave function, for a given basis set, leads to no lower a value of the energy. However, for other ranges of the nuclear positions, the GHF global minimum energy is lower than the UHF global minimum energy. There are many examples of this in Sec. V.

2. In typical problems, there are several local minima in the UHF manifold. The potential energy curves as a function of nuclear position, generated by these many minima, frequently cross one another. The UHF BO ground state potential energy curve then has cusps at such crossing points, and the UHF global minimum wave function is a discontinuous function of nuclear position at these points. We will give numerical examples of this in Sec. V.

3. The states in a stationary point (either a global minimum, a local minimum or maximum, or a saddle point) in the UHF manifold are also necessarily in a stationary point in the GHF manifold. The proof of this is elementary and will be omitted.

4. In many cases, a point that is in a local minimum in the UHF manifold is in merely a saddle point, i.e., not a local minimum, in the GHF manifold. Again, examples of this will be presented in Sec. V.

5. In contrast to observation 2 above, we strongly suspect that the following is true. For problems in which the GHF method is accurate, there is a single local minimum in the GHF manifold, namely the GHF global minimum; when there is more than one local minimum, the GHF method is not accurate. We shall refer to this as the strong form of the "single minimum hypothesis," in contrast with the weak form, which is as follows. For problems in which the GHF method is accurate, there is only one global minimum in the GHF manifold (in the sense defined above).

These statements contain the notion of the "accuracy" of the GHF method. The notion of accuracy that we are using can be defined using the approach of Fukutome. For any particular system (i.e., a set of nuclear positions and a certain number of electrons) and any particular basis set, the RHF eigenfunctions of $S^2$ and $S_z$ (which are, in general, linear combinations of RHF single determinants) form a complete set of functions that span the finite-dimensional vector space of $N$-electron wave functions that are linear combinations of determinants constructed using the basis. Thus any GHF determinant can be expressed as a linear combination of such RHF configurations. Moreover, the exact ground state wave function (subject to the same limitations on basis set) can also be expressed the same way. A semiquantitative measure of the accuracy of the GHF method (i.e., of the extent to which the exact ground state can be represented as a single GHF determinant) is obtained by observing whether the GHF wave function contains, with significant weight, all of the RHF configurations that contribute to the exact ground state.

If the strong form of the single minimum hypothesis holds, i.e., there exists only a single minimum, then the GHF method will be very convenient for computer simulations for two reasons. First, the solution of the electronic problem involves finding the global minimum, which is clearly facilitated by having no local minima in which a direct minimization algorithm could be trapped. Second, the existence of only a single local minimum makes it much less likely that curve crossings could generate a wave function that changes discontinuously with nuclear positions.

Most of the advantages of the strong form, however, can actually be realized if the weak form is valid. If the weak form of the hypothesis holds, then the search for a global minimum will not be trapped by excited local minima provided the search is started close enough to the global minimum (such as with values of the coefficients that represent the global minimum of the previous nuclear configuration in a simulation). Moreover, similar to the
strong form, discontinuities in the ground state wave function as a function of nuclear position would be much less likely to occur.

We have no general proof of either the strong or the weak form of this hypothesis, but we do have empirical evidence of their validity. Much of the rest of the paper is devoted to a discussion of examples, some from our own calculations and some from previously published work by others, that lend support to the strong and weak forms of the hypothesis. We will show many instances in which there is only a single GHF minimum. The only situations that we have found in which there is more than one local minimum are those in which the GHF method is not accurate, in the sense discussed above. (In these situations, of course, the RHF and UHF wave functions will also be inaccurate, since they are variationally less flexible than the GHF wave functions.)

IV. COMPUTATIONAL DETAILS

The calculations presented in this paper involve energy minimizations to determine the electronic ground states of simple systems. In all cases we used real spatial basis functions, and we restricted the coefficients in the occupied spin orbitals to be real. Thus the RGIIP, rather than the GHF, method is being tested. Whenever we performed UHF calculations, we also used real spatial basis functions and restricted the coefficients in the occupied spin orbitals to be real, as is commonly done in calculations that are denoted "UHF." The calculations required the evaluation of quantum mechanical matrix elements, a method for minimizing the electronic energy with respect to the orbital coefficients, and methods for testing whether a state is a local minimum or a saddle point.

For the calculations on carbon and nitrogen atoms, we used a Huzinaga-Dunning full double-zeta basis set. For the systems we studied containing hydrogen and lithium atoms, we used an STO-3G basis set. In the case of the lithium atoms, we used a frozen-core approximation so that we could consider the 1s core electrons as part of the nucleus and apply the variational principle to only the valence molecular orbitals.

Our electronic energy minimization algorithm is based on the Car–Parrinello molecular dynamics method. We will just give a brief summary of the method. The reader is referred to the review articles of Madden and Payne and co-workers for more details on the general method and to the article by Chacham and Mohallem for similar applications of the Car–Parrinello method to electronic energy minimization.

For a given nuclear configuration, the electronic energy is specified by a set of coefficients describing the spatial part of the spin orbitals that make up the determinantal wave function, as discussed in Sec. II. Since the spin orbitals must be orthonormal, there are constraints imposed on the coefficients. The energy minimization consists of searching coefficient space for the set of coefficients satisfying the orthonormalization constraints and giving the lowest energy.

The coefficients can be viewed as the coordinates of fictitious particles of mass $m$, where $m$ is just a fictitious mass. Then we introduce a fictitious time $t$ that represents the movement through coefficient space, and we can calculate coefficient velocities, which are defined as the first derivatives of the coefficients with respect to $t$. Thus for a system of $N$ electrons and $K$ basis functions, there is a fictitious kinetic energy

$$T = \frac{1}{2} m \sum_{i} \sum_{\mu} (|c_{i\mu}^\alpha|^2 + |c_{i\mu}^\beta|^2)$$

and the potential energy is equal to the HF electronic energy: $V = E(c_{i\mu}^\alpha, c_{i\mu}^\beta)$. The Lagrangian for this system is $T - V$, subject to the orthonormality constraints

$$\sigma_{ij}(c_{i\mu}^\alpha, c_{j\nu}^\beta) = \sum_{:\mu \nu}(c_{i\mu}^{\alpha\mu}c_{j\nu}^{\beta\nu} + c_{i\mu}^{\beta\mu}c_{j\nu}^{\alpha\nu})S_{\mu\nu} - \delta_{ij} = 0,$$

where $S_{\mu\nu}$ is the overlap integral between basis functions $\phi_{\mu}$ and $\phi_{\nu}$.

This Lagrangian gives rise to the following equations of motion:

$$mc_{i\mu}^k = -\frac{\partial E}{\partial c_{i\mu}^k} + \sum_{j} \lambda_{ij} \frac{\partial \sigma_{ij}}{\partial c_{j\mu}^k},$$

where the $\lambda_{ij}$ are Lagrange multipliers and $k$ indicates the spin ($\alpha$ or $\beta$). In order to do the constrained dynamics, we used the RATTLE algorithm, which is based on the velocity form of the Verlet algorithm.

In this paper we are only interested in energy minimizations and not in dynamics simulations, so we modified the RATTLE algorithm. In particular, whenever the energy increased during a time step, we returned to the previous coefficients, zeroed all of the velocities, and restarted the dynamics. This procedure was repeated until the energy no longer changed by more than a given tolerance. For systems where convergence of a GHF wave function was difficult, the stopping condition was modified to require that neither the energy nor the total spin magnitude was changing by more than the given tolerances. This helps ensure that the actual minimum is obtained because the total spin magnitude is often more sensitive than the energy to small changes in the coefficients.

In many of the examples given in Sec. V, we wanted to verify the existence of only a single minimum. Thus we developed methods of searching for local minima, checking the stability of stationary points, and determining whether two states are equivalent. We now briefly describe these methods.

In order to search for local minima, we applied the energy minimization procedure described above with numerous different starting coefficients. The starting coefficients were obtained by generating a random set of coefficients with magnitude less than or equal to one and then symmetrically orthonormalizing these coefficients. We call this method the random search technique.

We used two different methods to test the stability of states. The first method involves perturbing the coefficients of the state by a small amount and applying the energy minimization procedure starting with these perturbed coefficients and zero velocities. If the new state has a lower
energy than the original state, then the original state was not stable (unless the perturbation was too large). However, if the new state has the same energy as the original state for numerous different random perturbations, then this is strong evidence that the original state is stable. This method is not exact because it clearly depends on the magnitude and direction of the perturbation. Nevertheless, if a variety of perturbations are applied, then the method is quite reliable. We call this method the perturbative stability test.

The second stability test is exact but only applies to the stability of UHF states in the GHF manifold. This method relies on the theorem that a particular UHF local minimum described by the determinant $|\psi_J\rangle$ is unstable in the GHF manifold if we are able to find another UHF determinant $|\psi_B\rangle$ that satisfies the following two conditions. First, it must be the same as $|\psi_J\rangle$ except for one orbital, whose spatial part can be different from and whose spin must be opposite to that of the original orbital. Second, the energy $E_B$ of $|\psi_B\rangle$ must be less than the energy $E_A$ of $|\psi_J\rangle$. If we can find such a determinant $|\psi_B\rangle$, the proof of the instability of the UHF local minimum $|\psi_J\rangle$ in the GHF manifold is as follows.

A general property of determinants is that the linear combination of two determinants that differ only by one row or one column is also a determinant. Thus, we can form a GHF determinant $|\psi_C\rangle$ from a linear combination of the two normalized UHF determinants $|\psi_A\rangle$ and $|\psi_B\rangle$: $|\psi_C\rangle = c_A|\psi_A\rangle + c_B|\psi_B\rangle$. Since $|\psi_A\rangle$ and $|\psi_B\rangle$ are eigenfunctions of $S_z$ with different eigenvalues, we know that $\langle\psi_A|\psi_B\rangle = 0$. Therefore, introducing the new variable $\theta$ and normalizing $|\psi_C\rangle$ gives $c_A = \cos \theta$ and $c_B = \sin \theta$. The energy $E_C$ of $|\psi_C\rangle$ is then simply $E_C = E_A \cos^2 \theta + E_B \sin^2 \theta$. Since this function decreases monotonically for $0 < \theta < \pi/2$, we have proven that $|\psi_J\rangle$ (i.e., $\theta = 0$) is not a local minimum in the GHF manifold because there is a direction to fall directly from this state to a lower energy state, namely $|\psi_B\rangle$ (i.e., $\theta = \pi/2$).

In order to apply this stability test to a determinant representing a UHF local minimum, we flip each of the UHF orbitals one at a time and randomly perturb the spatial part of this flipped orbital, maintaining orthonormality by Gram-Schmidt orthonormalization of the flipped orbital. If one of these perturbed determinants has a lower energy than the original determinant, then we have found a determinant satisfying the criteria discussed above and have thus proven that this particular UHF local minimum is unstable in the GHF manifold. We call this method the exact stability test.

In addition to testing the stability of states, we often want to determine whether two states are equivalent. In order to absolutely verify the equivalence of two states, the symmetry operations connecting the two states must be obtained. Since this is a difficult procedure, we instead assume that two states are equivalent if their energy and total spin magnitude are the same within our numerical uncertainty.

Finally, we point out that since all UHF local minima are stationary points in the GHF manifold, any algorithm that is unable to break the UHF symmetry could mistake a UHF local minimum for a GHF local minimum. This becomes a problem during GHF calculations when for some nuclear configurations the GHF minimum is equivalent to a UHF state, but for other nuclear configurations this UHF state becomes a GHF saddle point. This situation occurred in the GHF simulations presented in Sec. V C, where the electronic energy was fully converged for each nuclear configuration. If the coefficients of the previous nuclear configuration were used as a starting point for the calculation at each new nuclear configuration, then the algorithm was unable to break any existing UHF symmetry and could mistake a GHF saddle point (corresponding to a UHF local minimum) for a GHF local minimum. Thus, in order to break the UHF symmetry during GHF calculations, we randomly perturbed the coefficients by an average of 10% before the energy minimization at each new nuclear configuration.

V. RESULTS AND DISCUSSION

In this section we present various results to show that in many situations there is only one local minimum, namely the global minimum, in the GHF manifold. Moreover, in those situations for which more than one local minimum is found, it can be shown that the GHF method is not accurate. This will confirm the strong and weak forms of the single minimum hypothesis. We also present results that illustrate the behavior of the RGHF potential energy curves as contrasted with those generated by the UHF method.

A. Atoms

For one-electron systems and the usual electrostatic Hamiltonian, a straightforward extension of the usual derivation of the variational principle shows that there is just one distinct local minimum for the GHF method with a specific basis set. (The same is also true of the UHF and open-shell RHF methods for a one-electron system.) The first nontrivial test of the single minimum hypothesis then occurs for many-electron atoms. We have performed calculations on six- and seven-electron atoms, namely carbon and nitrogen. The following procedure was applied to each of the two atoms using a double-zeta basis set.

We used the random search technique 20 times to find RGHF local minima. The same local minimum was found in each case, which we assume is the global minimum. We also used the random search technique 20 times for each spin multiplicity to find UHF local minima. We found only one local minimum for each spin multiplicity, and the lowest of these was equivalent to the RGHF global minimum. We then applied the perturbative stability test to the excised UHF local minima in the GHF manifold and found all of them to be unstable. Thus for these two atoms, both forms of the single minimum hypothesis were confirmed.

For atoms with larger atomic numbers and smaller spacings between the orbital energies, it is possible that the
The GHF single determinantal method will not be an accurate representation of the ground state and that there will be several distinct minima in the GHF manifold.

**B. Molecular systems**

1. *Previously published results*

The extensive work of Fukutome and co-workers, as well as that of Löwdin and Mayer, provide many case studies of the GHF method applied to small molecular systems. Fukutome’s work was especially concerned with the question of the stability of the RHF and UHF solutions, i.e., whether a solution represents a local minimum or a saddle point in the GHF manifold. It was also concerned with bifurcations of the solutions at the onset of instabilities. At such a bifurcation, a solution that is stable for some range of nuclear coordinates branches into one stable solution and one unstable solution of higher energy as the nuclear positions change. By using the theory of bifurcations developed by Fukutome, we were able to draw conclusions about the stability or instability of excited state potential energy curves from the data given in Fukutome’s examples, even when the information was not explicitly given.

Fukutome used semiempirical and ab initio matrix elements to study the GHF method and the potential energy curves and electronic states it generates for a variety of systems. These systems included the dissociation curves of H₂, N₂, O₂, and CO; the internal rotation of C₂H₆; bond angle bending in the carbenes CH₂, CHF, and CF₂, and in O₃; the dimerization of the carbenes; and the H₂ and H₄ systems in various symmetric configurations. Löwdin and Mayer investigated the dissociation curves of the H₂ and BH molecules. A careful reading of these papers and close examination of the figures reveals that in all these cases, and for all nuclear positions investigated, the global minimum in the GHF manifold is the only local minimum found in the GHF manifold, with just one exception, that of CO.

The CO BO potential energy diagram (see Fig. 47 in Ref. 5) has three states that represent local minima for a range of distances whose lower limit is about 1.43 Å. For some internuclear distances, the three local minimum GHF states consist of one state with RHF character and two states with UHF character (denoted ASW and ASDW in Ref. 5). For others, there are three local minimum GHF states of UHF character (denoted ASDW₁, ASW, and ASDW₂) as well as a saddle point of RHF character. Fukutome performed an extensive analysis of the exact ground state for CO with his basis set and concluded that for this range of distances CO is a system for which a single determinant, even of the GHF type, is not an accurate representation of the ground state, in the sense discussed above.

Thus, all the data presented in the work of Fukutome and co-workers and Löwdin and Mayer are consistent with the strong and weak forms of the single minimum hypothesis. Moreover, these papers contain many examples that illustrate the assertions made above in Sec. III F.
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two. The total spin magnitude of the RGHF wave function is shown in Fig. 1(b). It has a value of 0.5 when the RGHF minimum is equivalent to one of the doublet UHF minima, but near the UHF curve crossing it decreases so that at an angle of 60° the RGHF total spin magnitude is zero. This illustrates the ability of the RGHF method to generate adiabatic potential energy curves without cusps, unlike the diabatic curves generated by the UHF method. This is possible for the RGHF method because of the CI character of a GHF wave function.

We applied the perturbative stability test to 30 points on each UHF curve in the region where the RGHF global minimum was lower than the lower UHF curve. We consistently found that the UHF states are saddle points in the RGHF manifold whenever they are not equivalent to the RGHF global minimum. We also searched for RGHF local minima by using the random search technique ten times for each geometry spaced 1° apart for the range of angles shown in the figures. We never found any RGHF local minima other than the global minimum. Thus, all the results are consistent with the strong and weak forms of the single minimum hypothesis for this system.

Note that the GHF wave function predicts an equilateral triangle as the equilibrium geometry, whereas RHF, UHF, and CI wave functions predict isosceles triangles as the equilibrium geometry. Thus, the GHF wave function can predict slightly incorrect equilibrium geometries if it smooths over a curve crossing by creating a minimum rather than a maximum. This is simply a mathematical artifact of the GHF wave function, however, and will not affect the dynamics significantly because the difference between the minimum UHF energy and the minimum GHF energy is only on the order of \( 10^{-3} \) a.u., and the UHF equilibrium geometry is close to an equilateral triangle. The dynamics would be much more adversely affected if the higher energy UHF electronic state were misinterpreted as the global minimum.

To conclude this subsection on molecular systems, we point out that we have also applied the GHF method to larger lithium clusters, both neutral and cationic, of up to five atoms. All of our results from these studies are consistent with the strong and weak forms of the single minimum hypothesis.

C. Interaction of several open shell atoms

Fukutome presented calculations for a system of four hydrogen atoms in a set of symmetric configurations. As noted above, his results indicate that for each set of nuclear configurations studied, there is only one local minimum in the GHF manifold, namely the GHF global minimum.

Here we present some results for systems of three and four hydrogen atoms in less symmetric configurations to illustrate the behavior of the UHF and RGHF methods in the situations more commonly encountered in computer simulations of materials. In particular, any simulation of a gas of open-shell atoms should exhibit the features displayed below, and most likely these features will also exist for condensed phases.

The first such example we present is a system containing three hydrogen atoms in the xy plane, as shown in Fig. 2. The first atom \( H_A \) is fixed at \((2.0,0.0)\), and the second atom \( H_B \) is fixed at coordinates \((-2.0,0.0)\). We investigate the dynamics would be much more adversely affected if the higher energy UHF electronic state were misinterpreted as the global minimum.

The smoothness of the RGHF energy curve at the UHF curve crossing clearly shows the ability of an RGHF wave function to eliminate cusps due to curve crossings of the same spin multiplicity.
The reason for this behavior is simply that there appears to be only one local minimum in the RGHF manifold for this system, in accordance with the single minimum hypothesis. To verify this, we performed the following tests. We applied the exact stability test to the UHF local minima in the RGHF manifold for 40 configurations regularly spaced along each of the four UHF curves. All UHF minima that were higher in energy than the RGHF minimum were found to be unstable. In order to search for other RGHF local minima, we used the random search method ten times for each of the 40 configurations. We always obtained the same energy as that obtained in the construction of the RGHF curve by the method described above.

The second example we are presenting is the same as the first one except that a fourth atom $H_D$ is placed at coordinates $(-1.5, 5.8)$, as shown in Fig. 2. This has the effect of splitting each of the UHF curves from the previous example so that we have a total of eight UHF curves, as shown in Fig. 4(a). The upper curve is a quintet with an $S_z$ eigenvalue of 2, where all of the spins are aligned, and the lower seven curves are singlets and triplets.

The RGHF energy and total spin magnitude curves were calculated in the same way as described above. The main difference in the results is that now the avoided curve crossings are between curves of different spin multiplicities, namely a singlet and a triplet. From Fig. 4(a) we can see that, starting at $x_C = -6.0$, the RGHF curve first coincides with the singlet UHF curve 2, then crosses to the triplet UHF curve 4, and finally crosses to the singlet UHF curve 3. Figures 4(b) and 4(c) show the energy and total spin magnitude at the crossing between the UHF curves 2 and 4 at $x_C = -1.1715$. Note that the RGHF energy curve is smooth in the region of this crossing. Figure 4(c) shows that the RGHF total spin magnitude is 0 when the RGHF minimum is equivalent to the singlet UHF minimum and increases smoothly until it is equal to 1 when the RGHF minimum is equivalent to the triplet UHF minimum.

These results illustrate the way in which the RGHF method generates a cuspless BO ground state curve, with a continuous wave function, that stays on or below the lowest UHF curve and avoids the crossings even of UHF curves of different multiplicity. In contrast to the first example, this smooth interpolation is not physically correct given the usual electrostatic Hamiltonian but is rather a mathematical artifact of the GHF wave function. Nevertheless, it is advantageous for simulations that intend to study the behavior on the ground state BO curve. As in the previous example, we performed a similar number of exact stability tests of the UHF states in the RGHF manifold and random searches for additional local minima in the RGHF manifold. We found that for each nuclear configuration, the strong and weak forms of the single minimum hypothesis hold for this system as well.

VI. CONCLUSIONS

Whereas an RHF wave function is an eigenstate of $S^2$ and $S_z$, and a UHF wave function is an eigenfunction of the latter but not the former, a GHF wave function is, in
general, an eigenfunction of neither of these two operators (except when the GHF state with minimum energy happens to fall in the RHF or UHF manifold). Since the exact ground state is an eigenfunction of both, it might appear that in progressing from RHF to UHF to GHF one is generating progressively less physically correct and less acceptable (i.e., spin contaminated) wave functions, and for some purposes this is certainly the case.

For molecular dynamics calculations, however, just the opposite is true. The RHF wave function generates potential energy curves that behave improperly as chemical bonds are broken, as is familiar from the case of $\mathrm{H}_2$, and it is not a size consistent method. The UHF method is size consistent, and its potential curves behave properly when bonds are broken, but it is subject to the problem that the ground state wave function changes discontinuously at UHF curve crossings. Such discontinuous jumps (and especially the search for them) pose significant computational problems in molecular dynamics simulations.\(^4\) The GHF method is size consistent, its potential energy curves behave properly when bonds are broken, and its curves avoid many and in some systems all of the crossings present in the UHF method, thereby generating a ground state potential and a ground state wave function that are continuous functions of the nuclear positions. By the variational principle, the GHF ground state curve is an upper bound to the true ground state curve, and it is at least as low as, and often lower than, the RHF and UHF curves. Finally, the existence of only a single local minimum in coefficient space for the GHF method (as opposed to the RHF and UHF methods) greatly facilitates direct minimization techniques to solve the electronic problem.

Thus the GHF method has several advantages over the RHF and UHF methods for the computer simulation methods that solve the electronic structure problem during the simulation. We suspect that an analogous version of density functional electronic structure theory will lead to a method that has similar advantages over spin-polarized and spin-compensated density functional theory.

APPENDIX: A SIMPLE TWO-ELECTRON SYSTEM

Fukutome has extensively investigated a simple homopolar two-electron two-orbital model to study the instability of RHF wave functions and the crossing of singlet and triplet curves.\(^5\),\(^15\) The model is simple enough that the RHF, UHF, GHF, and exact CI solutions can be obtained analytically. BO potential energy curves can be generated by regarding the matrix elements as variables. (For example, see Fig. 13 in Ref. 5.) Fukutome used this model to investigate the low electronic states of the hydrogen molecule, the potential curves for internal rotation of ethylene, and the potentials for angle bending in $\mathrm{CH}_2$, $\mathrm{CHF}$, and $\mathrm{CF}_2$.

We have extended his analysis of the model in order to learn more about the properties of the GHF method. In this paper we have focused on two properties of the GHF method, that of having a single local minimum and that of generating wave functions that are continuous functions of nuclear positions. These properties are in a sense primarily mathematical rather than physical. Any general statements about the mathematical properties of the GHF method should be valid even for such simple models. Without restating the model in detail, we merely wish to quote some results we have found for it that are consistent with the conclusions discussed in this paper.

For this model, various solutions of the GHF equations were obtained by Fukutome, including two singlet solutions of RHF character, a singlet solution of UHF character (with ASDW symmetry, in Fukutome's classifi-
Thus this example also validates both forms of the single notation in Ref. 5, this will happen when

This is due to the fact that for these nuclear configurations the exact ground state has large contributions from both singlet RHF states, whereas the single determinantal GHF minimum is either one or the other singlet RHF state. Thus this example also validates both forms of the single minimum hypothesis.
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